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One-photon and two-photon ionization dynamics of tryptophan is studied by classical trajectory simulations
using the semiempirical parametric method number 3 (PM3) potential surface in “on the fly” calculations.
The tryptophan conformer is assumed to be in the vibrational ground state prior to ionization. Initial conditions
for the trajectories are weighted according to the Wigner distribution function computed for that state. Vertical
ionization in the spirit of the classical Franck-Condon principle is assumed. For the two-photon ionization
process the ionization is assumed to go resonantively through the first excited state. Most trajectories are
computed, and the analysis is carried out for the first 10 ps. A range of interesting effects are observed. The
main findings are as follows: (1) Multiple conformational transitions are observed in most of the trajectories
within the ultrafast duration of 10 ps. (2) Hydrogen transfer from the carboxyl group to the amino group and
back has been observed. A zwitterion is formed as a transient state. (3) Two new isomers are formed during
the dynamics, which have apparently not been previously observed. (4) Fast energy flow between the ring
modes and the amino acid backbone is observed for both one- and two-photon ionization. However, the
effective vibrational temperatures only approach the same value after 90 ps. The conformation transition
dynamics, the proton-transfer processes and the vibrational energy flow are discussed and analyzed.

I. Introduction

The mechanism and dynamics of photoionization of biological
molecules are of considerable intrinsic interest and may have
potential applications, especially in mass spectrometry. Ioniza-
tion, carried out by several possible processes,1-4 is obviously
a central aspect of mass spectrometry. At the same time, mass
spectrometry has already developed into a major tool in the study
and characterization of biological molecules, from small to very
large.5-23 Little is currently known on the dynamical processes
that take place upon photoionization of biological molecules.
The present article aims at exploring this topic. We chose to
focus on single-photon ionization and two-photon ionization in
this study,

The channels that open up upon ionization are many and
include internal flow and redistribution of the vibrational energy
between the modes, conformational transitions of the nascent
ion, transfer of hydrogen within the ion,24,25 and fragmenta-
tion of the ion.21,26,27The study presented here focuses mostly
on the three types of processes: intramolecular vibrational
energy redistribution (IVR), transitions between different con-
formers and internal proton transfer. These seem to be the fastest
and most efficient dynamical processes in such systems.
However, other chemical processes that involve bond breaking
or shifting and require much longer time scales depend
ultimately on the outcome of the IVR and conformational

transition events. It is important to know whether a statisti-
cal distribution of vibrational energy is indeed obtained and
on which time scale it is reached. The question is, how long
after the ionization is a vibrational distribution compatible with
Rice-Ramsperger-Kassel-Marcus (RRKM) theory obtained?
The time scale that will be explored here is short, only 10 ps,
but it is useful to know if the system approaches a statistical
distribution within this time scale. If not, characterization of
the patterns of vibrational energy flow is of considerable interest.
The issue of conformational transitions is likewise important:
Which conformers are populated following ionization, and on
which time scale does this take place? This issue is often
discussed qualitatively in mass spectrometry, but it seems that
it was not studied quantitatively by dynamics simulations.
Another interesting question is whether some fragmentation
events can take place already on the short time scale studied
here. Clearly, the yield for such processes on this short time
scale is expected to be very low, but it is interesting to explore
if the event is not too rare to be seen for some of the trajectories
in the set (and hopefully to be measured experimentally). For
the set of trajectories used, no fragmentation events are found.
In summary, the present paper explores the dynamical evolution
of the system after ionization, using classical trajectory simula-
tions and a semiempirical potential surface, the choice of which
will be discussed later. The one- and two-photon ionization of
tryptophan has been studied in this work. Tryptophan is an
aromatic amino acid, containing an indole group as the
chromophore. Tryptophan has been well characterized by
experiments and calculations,21,28-44 in particular, the neutral
conformers existing in a supersonic beam and in matrix have
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been identified using spectroscopy. The excited states of
tryptophan are well-known.30,37In the gas phase, the lowest lying
excited singlet state is denoted by1Lb and the second excited
singlet state by1La.30,37 The mass spectra of tryptophan have
been recorded by different groups.21,30-36,38 Still, there is no
available experimental data on the ionic surface as, for example,
stable ionic conformers. We also note that due to the open-
shell structure of the radical ion produced, theoretical calcula-
tions of the potential surface are difficult. There are so far no
computational studies related to the ionic potential energy
surface.

The structure of the article is as follows. Section II presents
the methodology, section III presents the results and section
IV brings concluding remarks.

II. Methodology

a. Potential Energy Surface.Biological molecules are most
often studied using empirical force fields such as AMBER,45,46

OPLS,47,48 MMFF94.49,50 The advantages of these force fields
are that they are simple to use, computationally fast and give
adequate results for neutral molecules. However, these force
fields are inapplicable for many ionic molecules, because they
were not parametrized for such cases. This is certainly the case
here, because the system is a radical ion.

A more accurate approach is to use ab initio potentials, but
these are computationally expensive, even for biological mol-
ecules of modest size. In dynamical simulations the potential
energy is evaluated thousands of times along the trajectories.
This operation is the main computational effort in such
simulations, and using ab initio potentials would be very time-
consuming. Such ab initio simulations would be limited to only
very short time scales and for the smallest systems.

Therefore, we use in this study PM3 semiempirical electronic
structure theory.51,52 PM3 is one of several modified semiem-
pirical NDDO approximation (neglect of diatomic differential
overlap) methods.53 Rather than performing a calculation of all
the integrals required in the formation of the Fock matrix, three-
and four-center integrals are neglected in PM3, and one-center,
two-electron integrals are parametrized. Obviously, PM3 is
closer to ab initio methods than to empirical force field.
Additionally, PM3 has recently been applied to calculations of
small proteins.54-56 It is not known if PM3 possesses the
capability of correctly describing bond breaking for radical ions.
Another problem that may arise is the Hartree-Fock instability
and possible degeneracy for open shell systems. Recently, a
method has been developed in our group, which improves PM3
potential energy surfaces.57 This method modifies PM3 potential
surfaces, by fitting them to ab initio potentials at the harmonic
level. The modified PM3 potential has been tested for glycine,
alanine and proline by calculating the anharmonic frequencies
using the vibrational self-consistent field (VSCF) and correla-
tion-corrected vibrational self-consistent field (CC-VSCF)58,59

method and comparing them to experimental data. The com-
puted anharmonic frequencies are in very good agreement with
spectroscopic experiments for these three amino acids. Unfor-
tunately, this potential energy surface is currently unavailable
for dynamical simulations. It is also not quite sure if it is
applicable to dynamical simulation, because the improvement
is done only for the region around the equilibrium geometry.
The simulations presented here were carried out with standard
PM3.

All calculations here were performed using the electronic
structure package GAMESS.60 The relevant conformers were
optimized using PM3 semiempirical electronic structure theory

on the neutral surface. For tryptophan the global minimum42

was computed and optimized by PM3. The second derivative
(Hessian) matrix was calculated to ensure that the stationary
point is indeed a minimum. Harmonic normal-mode analysis
was performed on this geometry. Initial coordinates for tryp-
tophan for simulating the single-photon ionization were chosen
by the following procedure: Each mode has been distorted from
equilibrium. For each mode 16 different positions were chosen
and the Wigner distribution for these geometries was calculated.
By this procedure, 1200 initial geometries were found. The
excess energy of these geometries on the ionic surface (com-
pared to a reference nearby ionic minimum) was computed and
the 100 geometries with the highest excess energy were chosen
as initial geometries. The selection of these particular configura-
tions was done merely to explore the richer dynamics that takes
place at high excess energies. It should be noted that the one-
photon processes were modeled for a nonmonochromatic,
broadband excitation.

For the two-photon ionization process of tryptophan 91 initial
geometries were found by the following procedure: Simulta-
neously two modes were distorted from equilibrium each on a
16 points grid. A total of 710 400 geometries were found in
this way.

The excitation energy of the first excited state has been
measured by Levy and co-workers30 and corresponds to 34 873
cm-1 (4.32 eV). The two-photon ionization mechanism is
presumed to go through this state. The vertical ionization energy
therefore is equal to two photons (8.64 eV). Only geometries
with ionization energy of 8.64 eV were accepted. A total of 91
geometries were chosen in such a way that their ionization
energy differs up to 0.001 eV from the above value. Note that
most of the 710 400 geometries do not have this property and
therefore are not suitable for simulating the two-photon ioniza-
tion.

For each geometry in the Franck-Condon regime, single-
photon ionization was modeled by vertical promotion into the
ionic potential energy surface. For two-photon ionization it is
assumed that the first photon promotes the system to the first
excited state. Immediately, a second photon is absorbed, which
leads to the desired ionization. The absorption of the two photons
is assumed to happen very fast, so that the geometry does not
change at all. Evidence for this is provided by the study of
Kushwaha et al.39 and Rizzo et al.29 Kushwaha et al.39 show in
their calculations that the first excited-state geometry of tryp-
tophan is almost equivalent to the neutral geometry. Rizzo et
al.29 show in a supersonic beam experiment that the excited
state conformers of tryptophan do not interconvert during the
fluorescence lifetime. Note that the initial geometry sampling
for single- and two-photon ionization is different. The simulation
assumes a broad band excitation for the single-photon ionization.
Therefore each geometry chosen by the above procedure is
suited for the simulation. In contrary, the two-photon ionization
process implies that the ionization energy is exactly equal to
two photons of certain energy. The assumed procedure of the
two-photon ionization process goes through an excited state,
which is well-known and measured experimentally. Therefore
the initial geometries chosen have to fulfill this property. This
leads to a small number of accepted geometries.

b. Classical Trajectory Simulations of the Dynamics.The
method used for the simulation is “on the fly” molecular
dynamics61-67 that is implemented into the electronic structure
program package GAMESS. Recently, studies of dynamics on
the fly using quantum mechanics/molecular mechanics (QM/
MM) and semiempirical potentials have been pursued by Hase
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and co-workers.68,69 Obviously, some quantum effects are
expected to play a role, and these are neglected in the classical
approach. Zero-point energy is probably the most important
quantum effect neglected in this study. However, the excess
energy is fairly high on the ionic states (E > 0.8 eV) and we
assume the classical description should be reasonable. In “on
the fly” molecular dynamics, at each time step the current
potential energy is evaluated and the forces are computed. The
atoms are moved according to these forces to a new position
(next time step), and there again, the forces are calculated from
the potential energy and the atoms are moved, and so on. A
very demanding self-consistent field (SCF) convergence criterion
of 10-11 was employed to ensure in this case accurate force
calculations for the time scale of the study. The default value
of 10-5 employed in the standard GAMESS code is not
sufficiently small for the present case. Calculations with the
standard value have shown that the computed trajectory contains
unphysical artifacts. The reason is obvious: The more accurate
the potential energy calculation, the more accurate will be the
force calculations at that point. Fewer errors are then ac-
cumulated during the simulation and the calculated trajectory
deviates less from the true one. Each trajectory was calculated
for 10 ps with a time step of 0.1 fs (to ensure energy
conservation). The ionization was modeled by vertical promotion
into the ionic potential energy surface. After ionization the
trajectory was propagated in time on the ionic PM3 potential
energy surface (using restricted open-shell Hartree-Fock
(ROHF) in the Hartree-Fock part of the code). Trajectories
where the ROHF energy calculations failed to converge, or for
which energy conservation was not satisfied, were rejected.
Energy was considered to be conserved, when the difference
between the initial total energy and the total energy (in atomic
units) at the current time step was smaller than 5× 10-5. The
analysis was all carried out for the remaining trajectories.

c. Modeling the Initial State for One- and Two-Photon
Ionization. The molecule is assumed to be initially in its
vibrational ground state. This is an experimentally realizable
(e.g., in low temperature beam experiments), well-defined
condition. For such an initial state, the classical description is
quite unrealistic (classically, the system atT ) 0 K is initially
at rest at the minimum configuration, with no zero point energy),
so there will be only one classical trajectory for these conditions.
Classical description becomes closer to reality if the simulations
are done for initial temperatureT > 0, in fact for sufficiently
highT. In summary, the ground-state vibrational wave function
is appropriate for sampling the initial state. Furthermore, for
this state the anharmonic corrections are modest, and a harmonic
wave function seems a reasonable wave function.

To sample trajectories according to the initial state, we use
the Wigner distribution function:70

whereψ is the wave function of the state,r are the coordinates,
andp are the momenta.

Each normal mode is treated as a classical harmonic oscillator
in its ground vibrational state. Substitution of the harmonic
oscillator wave function into the Wigner distribution gives the
position and momentum distribution for ann-dimensional
harmonic oscillator:

qi are the normal mode coordinates, andpi are the corresponding
momenta.ki is the force constant of theith normal mode and
Ri is related to the corresponding vibrational frequency (Ri )
pωi). For the excitation process, we assume in the spirit of the
Franck-Condon principle, vertical promotion to the ionic state.
This implies that the initial velocities are zero on the ionic
surface, the configurations being those sampled for the neutral
species.

III. Results and Discussion

1. Two-Photon Ionization of Tryptophan. Figure 1 shows
the global neutral minimum of tryptophan as optimized by PM3.
Tryptophan consists of an aromatic indole group and an amino
acid backbone. The indole ring is mainly planar. Note that the
distance between O14 and H17 in the global minimum is 2.81
Å. The aromatic group vibrates only very little upon ionization.
The main conformational changes occur in the amino acid
backbone. A large number of the trajectories show the very
stable conformer with the hydrogen bond between O14 and H17.
There are also other stable conformers that appear during the
dynamics. One trajectory is chosen here to show the conformers
accessed during the simulation. The time scale of the trajectory
is 10 ps. The excess energy for this trajectory is 3.13 eV.

Figure 2 shows snapshots of the dynamics. Initially, the amino
acid backbone is almost perpendicular to the plane of the indole
ring. During the first picosecond the COOH group undergoes a
90° turn about the C11-C13 bond. A new hydrogen bond
between oxygen O14 of the carbonyl group and hydrogen H17
of the indole ring is created. This gives rise to an especially
stable conformer (named here conformer I) that is also observed
in other trajectories. Figure 2 shows this conformer att ) 1.33
ps. There exist several conformers that also contain this
hydrogen bond but differ in the arrangement of the NH2 group
and the OH group. This conformer is kinetically relatively stable.
It exists in this trajectory for about 3.2 ps. During this time
span the NH2 group rotates freely about the C-N bond. Then,
the whole amino acid backbone turns about the C7-C10 and
breaks the hydrogen bond between the carbonyl group and the
indole group. This hydrogen bond is replaced by a new hydrogen
bond between the nitrogen of the NH2 group and the same
hydrogen of the indole ring. This conformer is created at about
4.52 ps. This is another kinetically stable conformer (named
here conformer II) that is also observed in other trajectories.
The system stays in this conformer for about 3.4 ps and then
turns back to the first conformer with the hydrogen bond

Figure 1. Global neutral minimum of tryptophan as optimized by
PM3.
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between the oxygen of the carbonyl group and the hydrogen of
the indole group. At the end of the simulation this hydrogen
bond again breaks apart and the amino acid backbone turns
about the C10-C11 bond to give another conformer. Most of
the trajectories show the creation of the two hydrogen-bonded
conformers. Other conformers are also created but are not
mentioned here. The time scale of their creation differs from
trajectory to trajectory, and also the order of their appearance.

For this trajectory the energy flow between the ring modes
and the amino acid was calculated in the following way. The
kinetic energy of each normal mode in this trajectory was
calculated vs time. The system was divided into a subset of
normal modes located predominantly on the indole ring (39
normal modes) and a subset of modes located predominantly
on the amino acid backbone. The kinetic energies of the modes
related to the indole ring and of the modes related to the amino
acid backbone atoms were separately summed and temperatures
for the indole ring and for the amino acid backbone subsets
were defined in terms of the corresponding kinetic energies.
The temperature of each part at timet is thus

wherek is the Boltzmann factor andEkin(t) is the kinetic energy
of a single normal mode within the part at timet. The high
frequency fluctuations of the effective temperatures were
averaged over time. The effective temperatures versus time are
plotted in Figure 3. From the figure it can be seen that initially
the amino acid is much hotter than the indole ring. The amino
acid backbone undergoes conformational changes in the first
picosecond; therefore the effective temperature changes much.
Still after creation of the first conformer there are still large
fluctuations in the effective energy of the amino acid backbone.
Although a stable conformer is created, there are still movements
in the molecule, like, for example, the rotation of the NH2-
group. The creation of the second conformer leads to smaller
changes in the effective temperature. The reason is the following
one: Only this conformer vibrates, and therefore the effective
temperature does not change too much. The conformational
changes in the last picoseconds involve large fluctuations in

the effective temperature. The indole ring is a very stable
structure and therefore does not change too much as it vibrates.
But still, there is an extensive energy flow into and out of the
indole ring. During the entire simulation time, the energy
fluctuates about some common temperature, but until the end
there is no full equilibrium to this temperature. The large
fluctuations persist until the end. One has to keep in mind that
this is only an example of one trajectory. Equilibration can still
be reached if one looks at the average energy flow of all the
trajectories. Therefore, the same procedure has been done for
all trajectories (there are 72 trajectories that reached 10 ps). The
effective temperatures were averaged using the statistical weight
from the Wigner distribution for each trajectory. The result is
shown in Figure 4. Also here it can be seen that the energy
flow between the ring modes and the amino acid is fast. There
seems to be no bottleneck between these two parts. After 10 ps
the system reaches equilibrium between the two parts. But, a
closer look at the energy flow between the each pair of normal
mode may still reveal that some modes do not exchange energy

Figure 2. Snapshots of the two-photon ionization dynamics of one trajectory.

T(t) )
2Ekin(t)

k
(7)

Figure 3. Effective temperature of the ring modes and the amino acid
backbone modes of the trajectory drawn in Figure 3.
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with some other modes. The approach of dividing the molecule
into two parts ignores this type of possible bottlenecks.

The effective temperature flow between ring modes and
amino acid backbone has been calculated from 29 trajectories
up to 90 ps. The result is shown in Figure 5. As can be seen,
there is an intensive energy exchange between the ring modes
and the amino acid backbone, which persists until the end of
the simulation. The system does not reach equilibration but
seems to approach it closely. Note that the number of trajectories
used here is quite small (only 29). An increase of the number
of trajectories could lead to a more accurate description.
However, our impression is that the results will not change
dramatically. A tentative explanation of this figure is therefore
that IVR (intramolecular vibrational energy redistribution) is
not as fast as assumed. Significant vibrational nonequilibrium
effects remain up to 90 ps, even for these conditions of high
energy.

In summary, the two-photon ionization of tryptophan leads
to conformational changes. This gives insight as to which
different conformers are populated during a mass spectrometric
experiment. Obviously, for longer time scales, more conformers

may became populated. The trajectories calculated here only
show conformational changes as seen in the above case, no
isomerization or fragmentation is found for the two-photon
ionization process. This may be due to the fact that the energy
is unsufficient to this changes in the time scales studied.

2. One-Photon Ionization of Tryptophan. Most of the
trajectories here also show the same conformational transitions
described in example above. Therefore, only special conformers
will be described in this part. This trajectories are mostly
characterized by a high excess energy.

(a) Hydrogen Transfer.Two trajectories out of 94 show
hydrogen transfer from the hydroxyl group to the amino group
and creation of a zwitterion. In both trajectories the OH stretch
is distorted initially from equilibrium. One of them is chosen
here to show the dynamical evolution of the zwitterion creation.
Snapshots of the dynamics can be seen in Figure 6. In this
trajectory the OH-stretch mode (frequency: 3860.27 cm-1) is
distorted initially to -30.1609 au. The starting geometry is
drawn in Figure 6. The excess energy for this trajectory is 7.2
eV. The OH-stretch motion leads to the breaking of the OH
bond at 10 fs. The proton then jumps to the amino group at
100 fs and creates and a zwitterion. The lifetime of this
zwitterion is very short. At 120 fs the proton jumps back to the
oxygen and stays there until the end of the simulation.

(b) Creation of New Isomer.One of the trajectories shows
the creation of a new isomer. In this trajectory, the NH stretch
of the indole ring (frequency: 3465.36 cm-1) was distorted to
q ) 31.833 11 au. The excess energy for this trajectory is 6.3
eV. Snapshots of the dynamical evolution of the new isomer
can be seen in Figure 7. In the initial geometry the amino acid
backbone is almost perpendicular to the indole ring. After 0.71
ps the COOH turns, such that the carbonyl group is now near
H17 of the indole group (conformer I). Then after about 2 ps,
the system switches to conformer II where the amino group is
near the indole group. This conformer remains stable for about
3 ps. At the end of this time span the amino acid backbone
turns about the C7-C10 bond. Also the COOH group rotates
about 180° back and forth. The resulting conformer can be seen
in Figure 7 (t ) 5.81 ps). This conformer overcomes another
turn about the C7-C10 bond with half a rotation of the COOH
group. Note that the amino acid backbone has rotated a full
rotation about the C7-C10 bond from the beginning until 6.31

Figure 4. Effective temperature of the ring modes and the amino acid
backbone modes of the two-photon ionization averaged over all
trajectories up to 10 ps.

Figure 5. Effective temperature of the ring modes and the amino acid
backbone modes of the two-photon ionization averaged over all
trajectories up to 90 ps.

Figure 6. Snapshots of the one-photon ionization dynamics of
tryptophan: proton transfer, creation of the zwitterion and proton-
transfer back.
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ps. Minor changes have also occurred in this time span, such
as, for example, rotation of the hydroxyl group. The nitrogen
of the amino group comes closer to the indole ring. Att ) 7.73
ps a new isomer is formed. This isomer remains stable until
the end of the simulation (10 ps). This isomer was optimized
with PM3 and found to be a minimum (all frequencies are
positive). This isomer has also been optimized with second-
order Møller-Plesset perturbation theory (MP2) with a double-ú
polarization (DZP) basis set. The calculation found an optimized
structure. To our knowledge, this structure is unknown in the
literature.

Another trajectory shows the creation of another new isomer.
In this trajectory, the CH-stretch mode (frequency: 3085.02
cm-1) of the indole ring (see Figure 8) is initially distorted to
-33.738 34 au. The excess energy for this trajectory is 6.5 eV.
Figure 8 shows the dynamics. Initially, there is one CH stretch.
The proton then detaches again and jumps to the carbonyl group
at 30 fs. Carbon C13 then approaches the indole ring and creates
a bond with C8 at 245 fs. This conformer remains stable until
the end of the simulation (10 ps). This isomer was optimized
with PM3 and found to be a minimum (all frequencies were
positive). This isomer has also been optimized with MP2 with
a DZP basis set. All frequencies are positive. The calculation

found an optimized structure. To our knowledge, this structure
is also not known in the literature.

All the events described above happen in trajectories with
relatively high excess energy. This excess energy enables the
fast hydrogen/proton hopping and the creation of new isomers.

(c) Energy Flow between the Indole Ring and the Amino Acid
Backbone.Figure 9 shows the energy flow between the amino
acid backbone and the ring modes. The same method as before
of effective temperatures has been used. Initially, the amino
acid backbone modes are much hotter than the ring modes. The
ring modes only vibrate around the equilibrium configuration,
whereas the amino acid backbone undergoes large structural
changes. Equilibration to a common temperature is very fast
(about 2 ps). Later on, there are again larger fluctuations in the
temperature (see att ≈ 8 ps). It can be concluded that energy
flow is very effective in the case of one-photon ionization. The
effective temperature equilibrates in a short time, reaching the
same value for the two groups.

IV. Conclusions

It has been shown that the two-photon ionization of tryp-
tophan leads to fast conformational transitions in the ion formed.

Figure 7. Snapshots of the one-photon ionization dynamics of tryptophan: creation of new isomer.

Figure 8. Snapshots of the one-photon ionization dynamics of tryptophan: creation of new isomer.
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Two conformers are pointed out that are especially stable and
occur in many trajectories. No isomerization is observed in the
case of the two-photon ionization. One-photon ionization also
shows the same conformers as described in the two-photon
ionization. But, additionally, there are two new isomers created
during the dynamics, which are the first time reported here. Also,
in two trajectories, proton transfer from the carboxyl group to
the amino group and back is observed. This yields a zwitterion.
This zwitterion is not stable, because the proton is transferred
back very fast. Energy flow in all cases studied here is very
extensive. Partial equilibration is reached very fast, but it seems
that it is not complete over the time scale studied. The richness
of conformation transitions, proton-transfer processes and in-
tramolecular vibrational energy flow processes observed in this
simulations for ultrafast time scales suggest the desirability of
ultrafast experiments to verify these events and determine their
role in mass spectrometry of such molecules.
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